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ABSTRACT
Timbre is a nuanced yet abstractly defined concept. Its inherently
subjective qualities make it challenging to design and work with. In
this paper, we propose to explore the conceptualisation and negoti-
ation of timbre within the creative practice of timbre tool makers.
To this end, we hosted a hackathon event and performed an ethno-
graphic study to explore how participants engaged with the notion
of timbre and how their conception of timbre was shaped through
social interactions and technological encounters. We present indi-
vidual descriptions of each team’s design process and reflect on our
data to identify commonalities in the ways that timbre is under-
stood and informed by sound technologies and their surrounding
sonic cultures, e.g., by relating concepts of timbre to metaphors. We
further current understanding by offering novel interdisciplinary
and multimodal insights into understandings of timbre.

CCS CONCEPTS
• Human-centered computing→ HCI theory, concepts and
models; Empirical studies in HCI ; •Applied computing→ Sound
and music computing; Ethnography.
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1 INTRODUCTION
Timbre is an important sonic concept that is difficult to work with.
It has been understood as a ‘wastebasket’ attribute: a catch-all cate-
gory for everything not pitch, loudness, or timing related in sound
and music perception [72]. Yet, an abundance of musical and sonic
expression lies within that wastebasket—timbre is many things to
many people and has many functions [16, 18, 23, 82]. If timbre is
a wastebasket category, it has the power to coalesce and contrast
the most diverse types of sonic elements (‘waste’) in perpetually
mutating listening practices [20, 75]. In this wastebasket, we keep
discovering elements in sounds that we did not initially notice or
anticipate [28, 80]. To work with timbre therefore requires to con-
stantly negotiate and redefine it within our experience and relevant
sonic practices and cultures.

Timbre has mostly been looked at in technical ways. Two pre-
vailing approaches to its study have sought to construct spatial
representations—“timbre spaces”—where a limited set of different
sounds occupy different regions of a low-dimensional (typically
three-dimensional) space based on how timbrally close or far they
are from one another. These spatial configurations are constructed
from multidimensional scaling of dissimilarity ratings for pairs of
sounds [47], or factor analysis of ratings of individual sounds along
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semantic differential scales (e.g., “bright–dull,” “soft–rough” [84]).
While these paradigms are effective in exploring the perceptual
representation of timbre [46, 66], they are not designed to observe
its dynamic emergence and constant negotiation in human-human
and human-technology encounters.

The “inexhaustibility of sounds” [80, p. 25] requires digging
into the wastebasket of timbre to extract new ways in which we
might reconceive what timbre is and what we can do with it. One
approach would be to examine how it is used and understood in
actual creative practice, for example, when designing tools and in-
struments for crafting musical and sonic expression. This approach
turns attention to the site that lies between the creating subject (e.g.,
instrument maker, sound designer, live coder) and the receiving sub-
ject (e.g., performer, listener): technology. It raises interesting but
unexplored questions about the role and practice of timbre (timbre
thinking) in the development and adoption of sound technologies
(design thinking) and their surrounding sonic cultures. Contemplat-
ing technologically and sonic-culturally situated facets of timbre
can expand and diversify—and often confront—our understanding
of how timbre is perceived, represented, and generated.

This paper presents a detailed account of the Timbre Tools Hack-
athon: a hackathon that invited designers, technologists, developers,
researchers, and other makers to work with timbre through the de-
sign of tools for supporting timbre exploration in the craft practice
of digital instrument makers—timbre tools. Here both “instrument”
and “maker” are broadly construed, including composers and per-
formers who build bespoke instruments as part of their artistic
practice as well as live coders [34]. Pre-hackathon engagement
involved a series of workshops on relevant hardware and software
platforms to support learning, stimulate ideas, and facilitate team
formation. Participants were also presented with open-ended and
creative prompts to guide their projects. The main hackathon event
followed a week later and lasted two days. All activities were avail-
able to attend in person or remotely via the Discord communication
platform.

We performed an ethnographic study to observe how practi-
tioners from diverse sonic backgrounds engaged with the topic of
timbre in the design process, specifically how their practice and idea
of timbre was dynamically (re)shaped through social-collaborative
interactions (talking about timbre) and technological encounters
(working with timbre). Hackathons are time-bounded, low-pressure
collaborative events that present themselves as observatories of de-
sign thinking [24, 27]. Accordingly, to explore the use and under-
standing of timbre in the design of tools for instrument makers, we
draw on the phases of the Double Diamond design process model1
and the related notion of problem space and solution space [42] to
develop our research questions. Exploration of problem space and
solution space follow a pattern of divergent thinking (exploring
choices) followed by convergent thinking (making choices), visu-
alised as two diamonds as seen in Figure 1. Specifically, our research
questions (RQs) are:

• Exploring the problem space - RQ1: How do participants
think about the concept of timbre in the design of tools for
making instruments?; RQ2: What (collaborative) strategies
do they use to conceptualise their design?

1https://www.designcouncil.org.uk/our-resources/the-double-diamond/

Figure 1: Hackathons as observatories of design thinking:
Exploring the problem space and solution space follows a
pattern of divergent thinking followed by convergent think-
ing, visualised as two diamonds (adapted from [27, 42]).

• Exploring the solution space - RQ3: How do participants
use the tools currently available to them to develop their
concepts? How do participants’ choices of tools relate to
how they think about timbre?

In summary, we offer the following contributions, drawn from
ethnographic analysis of field notes and transcripts of both struc-
tured and unstructured interviews, as well as our own reflection
on how we structured the hackathon activities:

• Descriptive accounts of the timbre tool designs and processes
for 11 hackathon teams,

• Insights into how subjective experiences of timbre were
negotiated by the hackathon teams through metaphor,

• Identification of these designs as embodiments of each teams’
collective understanding and definition of timbrewithin their
sonic culture(s), and

• Broader implications for design of similar subjective mate-
rial for music research communities like Audio Mostly and
generally for human-computer interaction (HCI) research.

Additionally, code and videos for all hackathon project submissions
are available online at the hackathon’s webpage.2

2 RELATEDWORK
2.1 Timbre, Technology, and Sonic Cultures
Electronics, analog and digital, provide novel means to generate
and shape sound. Their development has been paralleled by the
development of sonic cultures—cultures of listening [20, 37], cul-
tures of creative production and consumption [74, 79], and cultures
of designing and making [59, 60], amongst many others. One of
the first electronic instruments was the Theremin, which worked
by means of electromagnetic fields (control) and heterodyning os-
cillators (sound). The sonic purity and eeriness of the latter has
since associated electronic sound with “ethereal timbres” [15]. The
Theremin was the accidental product of its inventor’s research into
proximity sensors during WWI [33]. Because they are both tech-
nologies and instruments, synthesizers have had a transformative
effect on the sound of many musics [4] and also on sonic cultures
of instrument making [60]: The distinctly “’80s sound” is tied to the
electric piano preset of the Yamaha DX7 FM (frequency modula-
tion) digital synthesizer [41]. Auto-Tune began as a pitch-correction
plug-in for fine-tuning live-recorded vocals, but has since been used

2https://comma.eecs.qmul.ac.uk/timbre-tools-hackathon/

https://www.designcouncil.org.uk/our-resources/the-double-diamond/
https://comma.eecs.qmul.ac.uk/timbre-tools-hackathon/


Ethnographic Perspectives on Timbre and Sonic Cultures in Hackathon Designs AM ’24, September 18–20, 2024, Milan, Italy

widely as a general and pronounced vocal effect that produces a
signature timbre and sonic culture in popular music [6, 62].

Of course, pianos and violins are also technologies. Contem-
plating the timbral agency of piano pedaling in African-American
jazz aesthetics, Dana Gooley articulates that instrumental tim-
bres “are the products of an encounter between a person and a
technology” [28, p. 121] (see also [64, 65]). The addition of new
instrument-technologies to the orchestra in the eighteenth century
foregrounded the formalisation of orchestration and a new form of
attention to timbre [14].

Technology was also central in the formation of timbre per-
ception as a research field. Computational methods for multidi-
mensional scaling developed in the 1960s enabled researchers to
consolidate responses from listening tests into spatial representa-
tions which they could also visualise [30]. Advances in digital signal
processing and sound synthesis around the same time (e.g., FM)
made it possible to link spectral, temporal, and energy features of
recorded or synthesized audio signals with listeners’ perceived tim-
bre dissimilarity. Since then, the “timbre space” model andmetaphor
has dominated scientific discourse on timbre [73]. It has also been
built into new technologies for music creation and performance
[22, 70] as well as into audio classification schemes and formatting
standards that support all kinds of digital music applications [52].

We may contrast the idea of timbre inscribed in monolithic tim-
bre spaces with Dolan et al.’s argument that timbre emerges in a
dynamic relay between technology, creation, and history [14, 15].
Ethnomusicological contributions suggest similarly [28, 29]. Could
timbre exploration be understood as the primary guiding factor
in the development of sound technologies? Reducing the under-
standing of the former to the operative functions of the latter (tech-
nological determinism), and conversely, viewing the history of
music technology as a history of timbre exploration (technological
constructivism) might potentially oversimplify the intricate and
complex dynamics between sonic ideas and materiality, between
history and the technological present [44]. Rather, perhaps timbre
exploration can be understood as the (sometimes accidental) result
of harnessing technical processes and materials for sonic purposes.

2.2 Hackathons, Ethnography, and Design
Hackathons have been used as a fast-paced design process since
the early 1990s, with origins tied to Silicon Valley [43]. In their
review of hackathons across HCI, Falk Olesen and Halskov [21]
found that hackathon settings helped structure design thinking and
created opportunities for designers and developers to collaborate
on making activities. During hackathons, teams undergo a process
with parallels to design processes [27]. For example, teams might
start with “fuzzy” initial ideas which become more refined over
time [68]. Teams also tend to go back and forth between phases
of divergent thinking (generating several ideas) followed by con-
vergent thinking (narrowing down ideas) to move from an initial
problem space to a solution space (e.g., the double diamond model,
see Footnote 1). In this way, hackathons serve as settings to observe
how interdisciplinary teams conceptualise and create their designs
[27], giving insight into teams’ technical choices and negotiations
around subjective concepts.

The subjective concepts to be negotiated within the design pro-
cess of a hackathon project are often captured by its theme [54],
which could be related to a diverse range sonic cultures. Indeed,
hackathons have precedence outside of the walls of academia [17]
and can serve as a method to engage a wider range of sonic cul-
tures. Across HCI literature, there are several examples of sonic
cultures which have been explored in a hackathon format. Zappi
and McPherson [85] present how people appropriated instruments
with limited affordances into their practice, unpacking their design
process of digital musical instruments (DMI) where sounds could
not be directly anticipated by the designers. Correia and Tanaka
[11] followed a hackathon approach to explore a sonic culture of
audiovisual performance tools, while Huang et al. [32] explored
how developers and musicians used AI as a design material in music
making.

Research into hackathons typically tends to draw upon obser-
vations made by non-participants, e.g., [27, 31, 36, 56, 58]. This
parallels ethnographic approaches as used in HCI, capturing infor-
mation on how activity unfolds “in-the-wild” [10]. Ethnographic
approaches also give researchers the opportunity to examine col-
laborative aspects of how hackathon teams operate; for example,
observing spatial formations which affect our social hierarchies, or
how much or little participants engage in conversations [38]. We
note that with recent shifts towards more digital and hybrid settings
in hackathons [69] and musical collaboration [13], the rules of spa-
tial formations change and social structures are often redesigned.
In this paper, we draw particular influence from Millen’s “rapid
ethnography” [51], which suggests time-deepening strategies to
ensure rich data collection within a limited time period: typical of
hackathons. These strategies include focusing on key informants
and having researchers follow up on key insights from their obser-
vations by interviewing participants in-the-moment. We take our
hackathon setting as a window into exploring the how timbre is
conceptualised in the sonic culture of timbre tool makers, following
an ethnographically inspired method:

3 METHOD
The Timbre Tools Hackathon (hereby referred to as simply “the
hackathon”) was held in collaboration with The Audio Program-
mer (TAP),3 an audio development company with a strong focus
on fostering community and providing free educational resources.
The hackathon ran for 48 hours and was accompanied by four
workshops held in a one-day event one week before the hacking
commenced. The hackathon was a hybrid event, held in person at
Queen Mary University of London (QMUL) and supported online
through the TAP Discord server. All workshops and presentations
were streamed through the TAP YouTube channel.

Figure 2 illustrates our methodological approach and hypothe-
sis. We expect timbre tools to be comprised through the interplay
between timbre thinking and design thinking. Sonic cultures and
experience with musical and creative practices are a resource the
participants bring into the hackathon (top right of Figure 2, in
pink). These influence timbre thinking (right circle of Venn dia-
gram), which might also be inscribed in familiar or preferred sound
technologies. In the same way, resources related to the structuring

3https://www.theaudioprogrammer.com/
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Figure 2: Methodological approach: Participant (top right,
pink) and Hackathon resources (bottom left, teal) influence
the iterative negotiation between timbre thinking and design
thinking in the design of timbre tools (Venn diagram, centre).

of the hackathon (bottom left of Figure 2, in teal) provide a context
that also influences the timbre tools designed. Other participants in
collaboration, as well as the prompts and workshops offered, will
also be entangled with the way timbre is negotiated at the team
level. This will inform specific design thinking (right circle of Venn)
choices to reconcile definitions of timbre and which of its aspects
are incorporated into the timbre tools through the hackathon.

3.1 Participants
The hackathon aimed to bring together practitioners and researchers
in the fields of music technology, audio programming, deep learn-
ing, interaction and design engineering. Our call for participation
was directed at people from this broad range of disciplines, wel-
coming participants from all stages of practice and research. We
shared the call using social media platforms and academic mailing
lists. The call for participation was also communicated through
TAP community channels, which allowed us to reach an audience
of about 10,000 members (at the time of the call) interested in music
technology, beyond our contacts in academia.

Of an initial 19 teams registered, 11 actively engaged during
the hackathon activities (2 remote, 2 hybrid, 7 on site), totalling 30
participants. Participants were between 22 to 55 years old (average
age 30 yrs). Of these, 5 participants identified as female, 1 as non-
binary, and 22 as male. 15 participants were white, 6 Asian, 2 black,
and 3 from mixed/other backgrounds. The majority of participants
taking part in the hackathon resided in the UK at the time of the
study (19), with the rest living in EU countries and one in India.
In contrast, only 10 participants spent their formative years in the
UK, while the rest attended to their instruction in China (3), India
(3), Canada/USA (3), Uruguay (1), and EU countries (10). Finally,
participants reported a moderate familiarity with the concept of
timbre, scoring a mean average of 3.8/5 points on a 5 point Likert
scale for the question “How familiar are you with the concept of tim-
bre?”. Six participants reported themselves as experts (5/5) and only
two expressed a slight level of experience (2/5). A comprehensive
breakdown of team compositions can be found in Appendix A.

The hackathon and ethnography study were approved by the
QMUL Ethics of Research Committee (ref. number DSEECS23.137).

Upon signing up, each participant was provided with an informa-
tion and consent form describing the event and online platform.
Participants also agreed to familiarise themselves with the Berlin
Code of Conduct4 and follow this conduct in all communications,
in-person and online.

3.2 Pre-Hackathon Engagement
Before the main 48 hour hackathon event, we conducted a num-
ber of engagement activities with participants, which we describe
below.

3.2.1 Warm-up Workshops. One week before the hacking event, a
one-day event with four workshops was held in person at QMUL
and live streamed on the TAP YouTube channel, with the aim of
stimulating our participants’ creativity. This aimed to provide op-
portunities for participants to deepen their knowledge or introduce
themselves to some relevant resources for the hacking.

Four workshops were held on the following: (1) SP Tools,5 a set of
machine learning tools for low latency and real-time performance
in Max/MSP; (2) Bela,6 an open-source maker platform optimised
for musical and audio performances [48]; (3) Signal Flow,7 a Python
sound synthesis framework for live coding and performance; and (4)
Neutone,8 a company dedicated to developing AI-powered plugins
for musicians and artists. The goal of these workshops was two-fold:
First, they served as an educational resource to introduce relevant
technical concepts and platforms related to DMI development, au-
dio signal analysis and synthesis, and machine learning. Second,
the workshops encouraged potential participants to connect with
each other and start forming collaborations. Each workshop lasted
between 60 and 90 minutes. Workshop presenters for Signal Flow
and SP Tools made themselves further available during the hacking
period to support teams with their projects.

3.2.2 Team Formation. After an initial expression of interest col-
lected in the previous three months leading to the hackathon, par-
ticipants were encouraged to form teams of one to five members
for their hacking project. Team registration opened a week before
the event, at the end of the workshops. In addition to registering
with us through our website, participants signed up to the TAP
Discord server. Participants were invited to post hack project ideas
onto Discord and to form collaborations over the subsequent week
leading to the hackathon weekend.

3.2.3 Creative Prompts. To facilitate team formation and project
ideas, we presented six open-ended and creative prompts. These
emerged from semi-structured interviews with practising instru-
mentmakers andmusicians, including live coding artists, conducted
as part of our wider investigations into timbre and musical craft
practice (but not reported in this paper). Interviewees were asked,
among other questions: “What broad ways could further support and
enhance your timbre-based practice? What broad ways could help
you to engage timbre in a more meaningful way?” Using reflexive
thematic analysis [5], we generated themes around using tools for

4https://berlincodeofconduct.org/
5https://rodrigoconstanzo.com/sp-tools/
6https://bela.io/
7https://signalflow.dev/
8https://neutone.ai/
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the exploration and navigation of timbre space, for body and ma-
terial based timbral mappings, and to analyse or predict timbral
variations when altering spatial locations, recording hardware, and
musicians’ expressivity. In addition, participants also suggested a
need for tools that help with timbre listening, tools to use timbre to
improve the accessibility of music to people with disabilities, and
tools to understand the cultural value of timbre.

Based on our reflections, these ideas were abstracted and ex-
tended to the following six prompts:

(1) deep timbre - deep learning, deep listening, learning to listen
(2) to infinity and beyond - explore, navigate, generate, timbre

space
(3) sensing timbre - sensors, materials, circuits, acoustics, em-

bodiment
(4) timbrecheck - live performance, sound recording, timbre in

space
(5) back to the future - analysis-by-synthesis, reflection, sound

reproduction
(6) timbre for all - community, social interaction, accessibility

3.3 Hacking and Submissions
3.3.1 Hacking Schedule and Spaces. The hackathon took place from
4 PM Friday 23 February to 9 PM Sunday 25 February, 2024. The
first hour on Friday was dedicated to finalise teams and complete
registrations. Hacking officially started Friday at 5 PM and finished
Sunday at 5 PM. Teams were then granted an additional hour until
6 PM to finalise their submissions, record the video presentation,
and prepare their repository. From 6 PM, the teams presented their
submissions, which were live-streamed through the TAP YouTube
channel. Winners were announced at 7:30 PM; afterwards the teams
shared a final social moment with a few snacks and refreshments.

Each team was given both a private virtual space on the TAP
Discord server and a shared physical space at QMUL, accessible
from 10 AM to 10 PM each day, to hack and interact with each
other. Participants could use both spaces at their discretion, being
free to hack on site, online, or elsewhere, as they saw fit. We also
encouraged everyone involved in the event to take breaks, have a
regular sleep schedule, and generally act responsibly towards them-
selves and their team throughout the hacking. Light refreshments
and snacks were provided on site. A group walk was also organised
through a local park on the second day to encourage wellbeing and
socialising.

3.3.2 Resources and Facilities. A living document of resources to
work with and design timbre9 was shared with all participants to
support and inspire their hacking process. Participants could also
freely access a dedicated Discord channel for each of the warm-up
workshops (see Section 3.2.1), alongside the other resources present
on the TAP Discord server.

In person teams could additionally ask for a kit comprising a
Bela board, a breadboard, a Bela Trill touch sensor, a piezo contact
mic, and a selection of jumper wires, alongside a limited stock of
Arduino boards and additional sensors. We also provided access to
a maker space with laser cutters, saws, a pillar drill, and soldering

9https://github.com/comma-lab/timbre-resources

equipment. However, none of the in-person teams made use of
these facilities.

3.3.3 Submission Criteria and Prizes. To be included in voting, each
team was asked to submit: (1) A short two minute presentation
of their project and ideas, and (2) A public repository of source
code (or instructions on how to recreate your project) under an
Apache-2.0 or compatible licence. Open sharing of ideas was a
primary objective of the hackathon and permissive licenses help
foster further work in the topic of timbre tools. Interactive demos,
websites, and audio plug-ins were also welcomed but not required
to be considered for the final selection.

The submissions were judged by a panel of experts (see Acknowl-
edgments) who awarded prizes to all members of the first-place
teams in four main categories: (1) Best Idea/Research Direction; (2)
Best Presentation/Demo; (3) Best Creative Hack (oriented toward
offbeat and artistic thinking); and (4) Best Responsible Hack (ori-
ented toward responsible innovation). The provision of these prizes
was to celebrate the most innovative ideas and teamwork, and to
add a competitive element to help stimulate individual and team
investment.

3.4 Data and Analysis
Below we detail the approach taken for data collection and analysis
during the hackathon event.

3.4.1 Ethnography Team. A team of six ethnographers, including
five of the authors, carried out on-site observations. The ethnogra-
phy team collectively coordinated their efforts through an initial
meeting at the start of the hackathon and subsequent daily updates.
Each ethnographer contributed according to their schedule and
were elected to observe teams on each day. Materials were collected
using a shared Miro board10, allowing each ethnographer to follow
on from data collected by other ethnographers across their var-
ied schedules. The ethnographers’ timbre-related backgrounds and
positionality are included in Appendix B.

3.4.2 Data Collection. All teams (on site, remote, hybrid) were
asked to post self-reports via their private voice channels onDiscord.
Self-reports were meant to be bite-sized, taking no more than a few
minutes to write, and possibly including media such as photo or
screenshot, sketches, code snippets, or audio samples. Teams were
asked to self-report their progress only when actively working, at
an hourly rate, or otherwise as they saw fit, to avoid interrupting
their work processes.

Inspired by Millen [51], the ethnography team employed both
interviews (unstructured and semi-structured) and ethnographic
observation in their data collection process. Observations were con-
ducted mainly for on-site teams and were captured by researchers
in the form of free-form field notes and drawings as a form of tran-
scription [1]. Unstructured interviews were conducted impromptu to
follow up on ethnographers’ observations whilst being mindful to
not interrupt hackathon participants’ flow. This allowed the ethno-
graphers to focus on “key informants” and take a more interactive
approach to capturing rich information on key ideas within the
hackathon’s limited time period [51]. Semi-structured interviews

10https://miro.com/
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were conducted up until one day after the end of the hackathon
to investigate the teams’ interactions with the hackathon theme,
timbre, and technical tools (see Appendix C).

3.4.3 Analysis. After the hackathon, our range of collected data
was organised within one shared document. Data was organised
by team to be easily understandable for all ethnographers for a
collaborative analysis [51] and to retain the individualistic qualities
driving each team’s design processes. Specifically, the document
collated: all discord logs from teams and media, all Miro notes,
sketches, observation notes and interview transcripts. This meant
that the ethnographic notes, structured interviews, and unstruc-
tured interviews were consolidated together.

An iterative narrative analysis [76] approach was then taken to
further reduce our broad data collection into descriptions of each
team’s design process “to help communicate the field learning to
the rest” of the ethnographers [51]. This was inspired by related
work on hackathons [31] and creativity-related HCI [25, 45, 77, 78]
research showcasing a plurality of understandings across partic-
ipants with diverse backgrounds and perspectives, similar to our
hackathon teams. First, one author identified “anacdotes and re-
peated patterns”[61, p. 312] in the shared document to identify ways
that: participants conceptualised timbre (RQ1), collaborated on their
design (RQ2) and used tools to negotiate timbre (RQ3). They then
brought these patterns together to create first-draft descriptions of
each team’s individual design process, presented in Section 4. Each
narrative was accompanied by an overview of teams’ backgrounds
and a description of their hackathon submission to retain context
on teams’ sonic cultures.

Following the first-draft, all ethnographers met across several
weekly meetings. In the meetings, all ethnographers reflected on
both the collaborative document and descriptive accounts to both
corroborate and enrich each narrative description with their own
interpretations and perspectives, as informed by their unique back-
grounds. For example, one ethnographer with particular expertise
in human-human interaction brought forth additional details on
each team’s use of collaborative space where applicable (cf. RQ2).
We emphasise that narrative analysis has no prescriptive method
but is closer to a craft practice, where narratives are informed by
the author’s critical readings of their collected data [26].

The similarities and differences across these narratives were
further collectively reviewed and analysed by all authors through
weekly meetings, considering our research questions outlined in
Section 1. We identified several similarities and differences in how
(1) participants created mappings, (2) listened to audio in their de-
sign process, (3) negotiated timbre with their choice of technology,
and (4) manipulated generated audio. We describe these reflections
in the discussion.

4 FINDINGS
In this section, we report on the design process, collaborative ap-
proach, and the resulting timbre tools submitted by each team
(10/11 teams submitted). Some examples of the submission can be
seen in Figure 5. Where applicable, we give details on a team’s use
of collaborative space; it was not possible to observe fully remote
and one-person teams in terms of spatial formations and nonverbal
behaviour. Some examples of spatial formations and constellations

Figure 3: Drawings of hackathon participants working in
teams in different spatial constellations.

Figure 4: Examples of different spatial formations in L-shape,
and lined up next to each other of teams with two (left) and
three (right) members.

mentioned in this section are sketched out in Figure 3 and Figure
4, which will also be reflected and discussed more in-depth in 5.2.
Table 1 summarises the background of each team, their submissions,
the tools and platforms they used, and the ways they negotiated
timbre. We give information on each team individually to showcase
the diversity of tools and techniques we observed. Direct quotes
are taken from interviews with teams.

Team 1. The team had one developer, two researchers specialising
in audio, AI, and music creativity, and a digital luthier who designs
interactive musical systems. One member has a background in
live performance with audio software, and one in jazz guitar and
electronic/electroacoustic music improvisation.

Submission: A Max MSP11 patch that visualises timbre features
of an audio input in real-time using a continuous plotted graph.
The timbre features were extracted with a combination of semantic
descriptors and Mel Frequency Cepstral Coefficients (MFCC) [7].
Selected features can be mapped into a Realtime Audio Variational
autoEncoder (RAVE) [8] audio synthesis model’s latent space to
guide the synthesis process in real-time.

Design Process: Initially, the team brainstormed around why tim-
bre is absent from the DMI makers’ toolbox. They converged onto
three main issues: (1) timbre is difficult to visualise, (2) timbre de-
scriptors are inaccessible, and (3) timbre is easy to generate but
difficult to guide. Discussing these issues, they further converged to
11https://cycling74.com/products/max

https://cycling74.com/products/max
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Table 1: A summary of hackathon teams’ backgrounds, the tools they used in the hackathon, and their ways of negotiating
timbre in the design process.

Size Background Tools they used How they negotiated timbre in the design process

T1 4 Audio developer (1) Researcher
(2) Digital music instrument
maker (1)

Max MSP visualisation of audio metrics such as spectral centroid,
spread, skewness, and MFCC; streaming audio snippets;

T2 5 Music and audio researcher (3)
Audio developer (1) Audio engi-
neer (1)

Tölvera Python Library, Sig-
nalFlow, PureData

“organic”; latent space parameters

T3 1 Digital music instrument maker Arduino, Teensy Audio Li-
brary

audio playbacks; “random” and “predictable” sounds; “ca-
pability of an instrument and what one can make out of
it”

T4 5 Sound andmusic computing stu-
dent (4) Lecturer (1)

Python scripts for analysis,
Max/MSP, JUCE for develop-
ment

metaphors such as “bubbly”, “trippy”, “crunchiness”; “pre-
dictable aspect” and “complex aspect” of features

T5 4 Music and AI researcher (4) Python notebooks for analysis
and prototype, Flask for devel-
opment

text prompts; parameters in a joint embedding between
text and timbre

T6 2 Audio researcher (1) Sound de-
signer (1)

PureData audio impulse responses of the algorithm

T7 3 Music and AI researcher (3) Python notebook audio metrics including spectral centroid, spectral flux,
spectral flatness, CQT, and a few MFCC

T8 2 Music researcher (1) Software
engineer (1)

Javascript, GPT3.5 text prompts; audio playbacks

T9 2 Music and AI researcher (2) Python notebooks audio metrics including spatial flatness, inharmonicity,
danceability scores; “smooth transition”, “abrupt transi-
tions”

T10 1 Lecturer in digital music PureData latent space parameters; “non-nature sound” and “nature
sound”

T11 1 Game developer JavaScript, OpenFrameworks sample parameters such as pitch, volume, playback speed

their aim: to create a tool that uses specific timbral characteristics
of audio signals to guide the parameters of an audio generation tool.
Next, they explored different audio feature extraction approaches
such as MFCC, spectral centroid, and skewness. They were fasci-
nated by the large number of timbral features that can be extracted,
noting that “re-mapping [extracted timbral features] to other synth
parameters can lead to interesting results”. To focus their thinking,
they considered which features are meaningful as synth parameters
and drafted an initial patch.

Collaborative Space: Regarding the created interactional spaces
of this team, working in a hybrid constellation determined a screen
focused approach also for in-person and face-to-face members. The
screen dominantly served as a shared interface and when commu-
nicating through it, explanatory gestures were used [13], although
pen and paper was also used for some idea sharing between the in-
person members. Throughout the hackathon, the used work space
as well as their postural movement was restricted to a table. How-
ever, over time, the in-person members exhibited an increasingly
relaxed and “open” [49] nonverbal behaviour.

Team 2. Three members of the team described themselves as re-
searchers in Music Information Retrieval (MIR) and Interaction

Design, whilst the other two members are a developer and an en-
gineer working in the field of audio analysis. Two members have
music performance/production backgrounds; one member has a
degree in classic piano.

Submission: A sound synthesis program that maps data from
an artificial life simulation to the parameters of a RAVE model for
audiovisual performance.

Design Process: The team was interested in “organic” timbral
qualities and aimed to “incorporate timbre into an artificial life
simulation in such a way that timbre serves as a tool to explore the
simulation and vice versa”. They started by brainstorming how to
create parallels between artificial life simulation data and sound, and
operated fully online through individual independent lines of work,
keeping timbre-related thinking at ameta-level. The team decided to
use software libraries which were new to most members, including
the Tölvera library [2], so a few design decisions are made based
on technical affordances. This led to later design decisions being
technocentric, for example, they controlled a latent space vector
using the absolute positions of particles instead of a more complex
measure. Lots of effort was made to integrate multiple existing
tools: “the approach was to incorporate first all the tools we wanted
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Figure 5: Screenshots of theMaxMSPpatcher submitted byTeam1, theweb interface submitted byTeam5, a video demonstration
of the prototyped instrument submitted by Team 3 using their audio library, and the web interface submitted by Team 8.

to have available[...] and only then consider the timbral possibilities
they offer”. The members see the outcome of the hackathon as both
a chance to learn new technical skills and a new way of thinking
about the dimensional aspects of timbre.

Team 3. A one-member team, self-described as a DMI maker and
music technology enthusiast.

Submission: An audio library for microcontrollers that musi-
cally randomises synth patches and generates real-time expression
macros to assign to sensors.

Design Process: The team started the hackathon with a clear
submission idea motivated by their current musical practice. Their
objective was to find an approach for sound design that avoids
changing loads of parameters manually, drawing inspiration from
early electronic instruments, such as the theremin, which balanced
musical expression (having continuous control over parameters
real-time) and complexity. They chose Teensy Audio as the devel-
opment platform given their previous knowledge and preference
for making physical instruments. During hacking, they actively
thought about how to dial in the right amount of randomness to
open up chances of creating deployable musical sounds without
being too predictable. The team conceptualised timbre by consider-
ing the capabilities of instruments and what one can make out of it,
connecting these to the textures an instrument can have: “I think
of timbre kind of as oscillators and what you do to oscillators, not
as snippets of audio”.

Team 4. The team is composed by four students in sound and
music computing and led by a researcher/lecturer who focuses on
real-time machine learning in the same field.

Submission: A Max patch, which extracts features of an image
and maps its output to musical attributes in a JUCE plugin. A slinky
spring can be used in front of a webcam to interact with the plugin’s
sound controls.

Design Process: The team started from the assumption that objects
in the physical world can create a more natural timbre interaction
compared to clicking on a digital interface. This motivated them to
explore different ways of modifying sonic characteristics through
physical metaphors related to the body. Their skill set guided tool
choices. The team started by integrating techniques in computer
vision to capture the features of a physical object (a slinky spring),
and used these features to control timbre or produce sound. They
established several features of image and sound and attempted
to categorise them into “predictable aspects”, such as parametric
features including the amount of distortion, MIDI, image brightness,
toy presence, RGB values, and “complex aspects”, such as features
in the frequency domain like transforming 2-D images into 1-D
frequencies using Fast Fourier Transform (FFT). After defining the
set of features, the team drew upon the concept of cross-modal
mapping to connect them to sound, such as mapping the gradient
of the image (crunchiness) to distortion. They also came up with
several metaphor-like languages to describe the characteristics of
sounds, for instance the amount of red to “bubbly”, the amount of
green to “trippy”.
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Team 5. The team is comprised of researchers in the field of music
and AI with a range of backgrounds in music composition, perfor-
mance, and production.

Submission: A web application that uses a text prompt to identify
a set of parameters that produce a timbre best matching the prompt.
The group sees this process as “creating a guide to navigate the
almost infinity parameter space of a synth” and “an exploration into
the corresponding between language and timbre via a pre-trained
model on paired audio and text descriptors”.

Design Process: The team main objective was to create a tool that
uses text prompts to access a point in a large parameter space. At
the beginning of the project, they were open about the design space
of the tools at hand and actively explored their possibilities. The
team discussed relevant techniques and sketched out the overall
structure of their software system. A wide range of techniques were
considered including the Contrastive Language-Audio Pretraining
(CLAP) embedding model [19], an evolutionary algorithm and a
software frameworks such as Flask and Django. They assigned
roles for each member, from front-end design to back-end algo-
rithm design, and started working individually, following a typical
software development-styled approach. One branch of the team
looked at a large language model trained on paired audio-text and
experimented with how it could be used to guide the parameter
search. The other branch looked at integrating related issues, such
as front-to-back-end communication and loading VST plug-ins into
their development environments. Members converged near the end
of the project to discuss integration and code-related issues. During
this process, they also discussed which parameters in a synth are
important and meaningful and can lead to timbral changes.

Collaborative Space: All team members were physically present
in the work space provided. Over time, they formed different sub-
groups and spatial formations, exhibiting a wide range nonverbal
social signals and orientations [38], like L shapes, circular forma-
tions, or lined up positions, seen in Figure 3. In addition to screens
as shared interfaces, they made use of white boards as analog tools
for idea sharing. Ethnographers observed that increased bodily
movement correlated with a decreased dominance relating to a
work task (such as a more administrative or assistive role), and
vice versa. Further, the team divided into pairs occupying different
physical spaces (sofas or desks) for working on specific tasks of
their project. There seemed to be a very clear social structure and
organisation assigning team roles and tasks in this group.

Team 6. A researcher in spatial audio and a sound designer – both
working with emphasis on sonic interaction.

Submission: A mobile application that can record audio samples
and apply them as convolution reverb on sound.

Design Process: The team was interested in convolution reverb
and hoped to experiment with its ability to turn any recording into
an audio effect. Therefore, when designing the interaction, they
focused on its convenient and portable aspects. This motivated
them to choose the MobMuPlat platform, which is a mobile music
platform that can use phone sensors as input devices for PureData.
During hacking, they ran a lot of experiments with the impulse
responses of the algorithm. They focused particularly on the feature
of discovering the timbral perspective of sounds in the real world,
and applying them as a sound effect.

Collaborative Space: As a pair, they worked alongside each other
throughout most of the duration of the hackathon, and, despite
attending in person, preferred to use a work space off-site the
offered hackspace, which limited the ethnographic observations.

Team 7. The team is made of researchers in the field of digital
music and AI. One has a professional background in classical music
performance.

Submission:Aprototype that loops through a cluster of orchestral
chord samples according to mouse position on a 2D plane.

Design Process: The team started initially from an existing or-
chestral music audio dataset, provided by one of the team members.
They set out with an plan to cluster the audio and use the clusters
to drive a granular synth. They also planned on using a 3D inter-
face and interacting with the clusters through mouse movements.
Most of their experiments were run in Python notebooks. The ex-
periments initially started by analysing the relationship between
chord and audio features such as spectral centroid, spectral flux,
spectral flatness, and MFCC. A few figures were plotted to verify
the features. After the analysis, they worked on clustering samples
and experimented with ideas.

Collaborative Space: This team’s shared space remained a lined
up formation for most of the hackathon, as illustrated in Figure
4. Slight variations in body posture and orientation occured dur-
ing verbal exchanges without mutual gaze (eye contact). Members
seemingly taking a more dominant role within the group performed
fewer movements and were more screen focused than others. Less
dominant members showed a more active bodily behaviour, turning
to others and looking off screen more regularly.

Team 8. One member of the team is a researcher in music and ma-
chine learning. The other is a founder/engineer/musician working
in the broader digital music field.

Submission: Aweb application that chats with a GPT agent about
a desired sound output. The AI agent can then change the parame-
ters of a synth loaded in Ableton based on the discussion.

Design Process: The team’s idea was to build an educational tool
for Ableton that allows users to change a VST’s parameters by
describing the desired timbre to an AI agent. They already have
experience working with text-to-audio models, and they wanted to
extend the interaction into a “shared negotiation and explanations”
approach. This choice is motivated by the will of using “expression
in language [to get closer to the desired output of the sound] rather
thanmoving knobs”. The team started by connecting a GPT3.5 agent
and Ableton using OSC, then took a UX-oriented approach to iterate
over the exploration and prototype. A few design decisions were
limited by the availability of technical tools. A core mapping-related
issue was identified during their hacking as “the transformation
from language to [synth] parameters relies on a black box model
(GPT)”, which can be affected by the user’s ability to describe a
timbre.

Collaborative Space: This team’s two members created a balanced
interaction switching between face to face conversations with eye
contact, as well as screen focused while sitting next to each other.
They changed their posture accordingly, turning torsos to each
other and away from the screen, showcasing a more conversational
behaviour than other teams where the screen played a dominant
role as an interaction interface, including changing their spatial
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formation from a line to an L-shape. This also led to mirroring each
other’s postures, such as crossing legs or leaning forward [67].

Team 9. Two PhD researchers in the field of music informatics and
machine learning/AI. One often performs as a DJ and the other has
a background in music production.

Submission: A demonstration of how computed audio metrics,
including metrics for danceability [50], change when a DJ transits
from one track to another.

Design Process: The team started the hackathon with the initial
aim to make a tool for DJs that recommends songs based on timbre,
connecting with one of the member’s experience as a DJ. After
deciding on datasets and environments, they experimented with
audio metrics such as MFCC, spatial flatness, inharmonicity, and
danceability scores using Python notebooks. These features were
used to visualise timbre similarities between each song in a DJ
set. They also used these timbral features to create an algorithm
that estimates DJ transition lengths based on timbral distances,
and observed two types of transitions: “Smooth transitions tend
to interpolate between timbre clusters; abrupt transitions tend to
exhibit distinct timbre clusters.”

Collaborative Space: As other teams working in a pair mostly in-
teracting through a screen interface, their spatial formation mostly
remained lined up next to each other with little eye contact, like in
Figure 4 (left). However, for self organised check-ins, they turned
away from their screen or shared one screen amongst them to dis-
cuss next steps and tasks for their submission. For these occasions,
they also adapted their posture and turned towards each other.

Team 10. A one person team comprised of an academic researcher
in MIR and deep learning.

Submission: A PureData patcher that controls four latent space
axes using the spatial orientation of a phone.

Design Process: The team started by experimenting with a deep
variational auto-encoder for audio synthesis. Decisions on system
designs and technology choices were mostly based on intuition and
availability of tools. For instance, they decided to explore the latent
space using a phone application since it was a simple way to send
sensor data via OSC. The team explored different ways to wire the
phone and AI model together, and became interested in the morph
between drone sounds and birds twittering and described the sonic
characteristics as either a “non-nature sound” or “nature sound.”

Team 11. A one-person team who describes themselves as a game
developer and creative technologist.

Submission: No submission was made due to technical issues, but
they still presented their idea of creating a gestural audio controller.

Design Process: The team’s initial idea was to create an audio-
visual piece using gestural control. Their design process prioritised
visual over audio. They expressed doubts about their definition of
timbre, so they hoped to start by manipulating audio with different
parameters such as pitch, volume, playback speed, or layering dif-
ferent samples. The team chose to play with samples rather than
synthesis algorithms because they felt it was easier. They ended
up with a hand-tracking program as a starting point for a gestu-
ral controller but had not thought about the mapping between
audio and gestures. As part of their submission, they presented

also their further plans of connecting audio parameters with dance
performance.

5 DISCUSSION
In this paper, we investigated how groups of music technology
developers and musicians considered the role of timbre in our
hackathon. Our ethnographic approach collated interviews, partici-
pants’ notes and accounts throughout the hackathon, which we syn-
thesised into 11 descriptive accounts of the hackathon teams’ design
processes. Below, we offer our own reflections on the hackathon
projects, revisiting each of our three research questions in Sections
5.1–5.3, respectively, and offer key takeaways across our discussion
in Section 5.4. This is followed by a discussion of some limitations
in Section 5.5, with highlighted opportunities for addressing them
in future work.

Going forward, we refer to the teams using their team number
as listed above (T1 - T11) in Section 4 and Table 1.

5.1 Reflections on RQ1: Negotiating Timbre
There were several ways that the participants thought about the
concept of timbre whilst designing tools for instrument making.
Overall, we observed that all the teams, in some shape or form, used
metaphors as a way to reach a mutual understanding of timbre [63,
66]. These metaphors were sometimes abstract, using, for instance,
multimodal shapes and colours to communicate about timbre by
referencing other sensory experiences [9, 39]. For example, T5
were interested in identifying dimensions of timbre that could
lead to different visualisations that were meaningful to understand.
Multimodal metaphors also transitioned to the mapping process, as
we observed for examplewith T4, whomapped the amount of colour
gradient from their webcam feed to the amount of audio distortion,
based on their underlying, mutual understanding that images with
more grey should sound “crunchier” and more distorted.

As a tool to understand the world, abstract metaphors are derived
from our embodied understanding and individual interpretation
[40]. Several teams explored embodied and personal perspectives
in their understanding of timbre, as seen for example in T3, who
linked timbre to their personal physical experience of interacting
with oscillators, or T11 who tried to directly map timbre generation
with hand movements.

Mappings of timbre to meaningful metaphors were also focused
around semiotics or semantic meanings. For example, T8 was inter-
ested in using ways people talk about sound to approach desired
timbre outputs. They noted how “experienced musicians don’t have
knowledge about production but have the vocabulary about it” (cf.
[63, 64]) which motivated them to leverage a ChatGPT-based model
[57] – viewing the use of text-based prompts as a more natural way
to describe and therefore interact with timbre, especially for non-
expert software users. We also saw a text-based approach from T5:
text prompts guided a parameter search for the CLAP embedding
model [19], a neural network model connecting text descriptions
with audio, affording text-to-audio generation. Here, T5 also had
a mutual understanding of a conceptual link between timbre and
language, seeing this more as a way to limit exploration of the
wider timbre space.



Ethnographic Perspectives on Timbre and Sonic Cultures in Hackathon Designs AM ’24, September 18–20, 2024, Milan, Italy

The notion that teams use metaphors to communicate timbre
corroborates studies in contemporary metaphor theory on signi-
fier and signified [39], that is, using multimodal representations to
map understanding from a known concept (signifier) to another un-
known one (signified), and it is suggested that metaphors, including
colour metaphors, are bound up in other domains through mediums
such as language and categorisations [9]. As the way we describe
things comes from pre-existing distinctions we learned from ex-
perience, the tools we use have a significant impact on how they
are designed and communicated [74]. In the case of timbre, these
distinctions can be learned within other modalities such as colour
and visual references, and how timbre is communicated would be a
factor of/thought about within the context of the tool being used
to construct it. Given this, it is particularly important to note that
metaphor is dynamic and flexible [63, 83]. As a tool for aligning
respective subjective experience into something that is mutually
understandable, metaphors are non-domain specific but come from
places that co-opts different people’s knowledge to reach a working
solution, this can be updated over time as knowledge changes.

Given the reliance on metaphor, we suggest that teams nego-
tiated timbre by reducing its concept down to experiences that
they were easily able to communicate given the team’s respective
background. The understandings of timbre we observed might arise
from attempting to reconcile the subjectivity of our individual per-
ceptions of audio. As timbre is a broad category of experience and
has many dimensions, to understand this nuance and reach mutual
understandings, teams had to reduce the dimensionality to convey
specific, targeted features of mutual interest. Given this, perhaps
future investigations unpacking aspects of timbre from the “waste-
basket” should emphasise the variety of metaphor approaches and
what they might represent.

5.2 Reflections on RQ2: Collaborative Strategies
Amongst various understandings of timbre and metaphor used
across each team’s design approaches, we noted links between
teams’ understandings of timbre and their goals in the problem
spaces they explored. To approach the concept of timbre, some
teams tended to form concrete design objectives: T1, T3 and T9
all started the hackathon with a distinct idea of what they wanted
to address in their design. This mirrors design literature on how
teams start with unclear initial ideas and then reach a solution
by iteratively converging and diverging over time [68]12. For ex-
ample, T3 had a preconceived motivation to focus on balancing
randomness and expressivisity, later converging on more precise
goals based on their choices of tools, given their availability and
how the tools afforded manipulating timbre. Others started with
a more interaction-led approach, exploring ways to generate or
manipulate audio with regard to timbre: T4 and T11 for instance
explored embodied approaches to interacting with timbre.

This embodiment was also reflected in the way the teams collab-
orated in the given physical space. With a community work space
available, and the screen as a key shared interface, we observed
different social dynamics and hierarchies unfolding throughout
the hackathon. For example, how much bodily movement was
performed, and how much eye contact was established relied on

12See Footnote 1.

the initial spatial formations the teams took, as well as on how
dominant the screen functioned as a communication interface. We
observed that team members who moved around more (T5, T7),
either changing position entirely or turning towards other mem-
bers, seemed to take a less dominant role within the team. They
adjusted accordingly, while the dominant members remained in
more static postures. This became particularly obvious in groups
with more than 2 members. The postural behaviour of the ones
working in pairs was overall more balanced (T9, T8, T6, T1), with
either mutually open or relaxed postures, or mutually little general
movement and eye contact. Teams with more defined roles, such as
T5 who followed a typical software development approach, even
broke away from one another once tasks were delineated mirroring
their dominance.

The teams working hybrid or with the screen as the central focus
of interactions expectedly had less eye contact despite face to face
interactions. Spatial formations determining collaborative settings
changed according to the dominance of the screen, too. Rather than
circular or L-shaped orientations, team members were lined up
next to each other and communicated via the screen interface. This
formation has previously been uncommon in face-to-face interac-
tion [38, 49] and has been established in hybrid sessions as found
in this hackathon.

5.3 Reflections on RQ3: Tools and Concepts of
Timbre

In examining how hackathon teams conceptualised timbre through
choice of metaphors, and negotiated team dynamics through their
use of space whilst collaborating, we note that many negotiated
their conceptualisation of timbre further given their choice of tools
[74]. Most teams used frequency domain methods to both analyse
and manipulate audio for timbre, corroborating a rich history of
research on computing timbre features on magnitude spectra or
spectrograms [7]. Even T4, who focused their project around inter-
action with a slinky, needed to work with technical representations
of timbre, filtering audio spectrums in the frequency domain to
manipulate audio with cross-modal data – despite their project fo-
cus taking a more embodied perspective on timbre. Other spectral
audio features, such as MFCC, were also used by several teams (e.g.
T1, T7, T9) and acted as a way for them to understand and describe
the timbre of audio. This represents a particular techno-scientific
understanding of timbre (see also Section 2.1) which might be a
consequence of our recruitment strategy – many participants are
researchers in MIR or closely related fields. This resonates with
the interdisciplinary challenges raised by Aucouturier and Bigand
[3] who highlight how objective conceptualisations of timbre in
MIR are at tension with the more subjective understandings of tim-
bre from music perception researchers, creating barriers between
the data which MIR timbre tools provide and their meaningful
interpretation in other domains (see also [71]). Or, it might be rep-
resentative of the types of timbre tools available and the need for
teams of researcher-developers to be able to work with tools they
both understand.

Across the variety of tools used by hackathon participants, many
do not afford listening to audio in real-time, which we suggest
informed how participants thought about the concept of timbre.
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For example, T5, T7, T8, and T9 all used Python notebooks where
playback could only occur on compiling. In general, we found that
teams using notebooks tended to focus more on inspecting visual
elements of timbre. For example, T7 experimented in a Python
notebook and largely analysed visual representations of timbre
rather than assessing outputs through listening. We suggest that
this influenced how people conceptualised timbre. Perhaps, using
high-level concepts of timbre in lieu of listening, e.g., using MFCC
or spectral centroids, was more helpful for certain teams (T1, T7, T9)
because they could more easily reach common understandings. It
is also possible that teams were relying on the features/constraints
of their chosen tools because of how the perception of audio tends
to vary on a more subjective and individual level [3]. Some teams
used playback more frequently to aid their experimenting whilst
hacking together their project, e.g., T4 experimenting with different
representations of their webcam input and listening to its output in
real-time. We suggest this is notable as live playback is fundamental
in other music practices [25, 35, 53] including, we suggest, with
many of the AI tools explored by our hackathon teams. Future
work could explore the role of audio playback in the timbre tool
designers toolkit and explore more deeply how this changes their
understandings of timbre.

5.4 Summary
Overall, we suggest that participants’ choice of tools seemed to in-
form how they conceptualised timbre in their submissions. Through
the hackathon, participants have been relatively free to shape their
vision of timbre, and this variety was captured by the range of
tools and negotiations around timbre in our descriptions of each
team’s design process. Yet, whilst every team has their own way
of approaching their design, we suggest that there is a shared in-
formation infrastructure for modelling timbre [52]. For example,
we observed that teams had to find a common ground in terms of
software, technical representations of timbre, as well as understand-
ings of timbres as metaphors. There were also common patterns
of negotiation between the choice of software and more practical
conceptualisations of timbre e.g. using understandings of timbre
embedded in software choices, which consequently influenced the
types of sound people would create and how they would then work
with these sounds.

We see a shared understanding of timbre as a space. However,
there is a lack of agreement on what this space is, for instance,
regarding its dimensions and shape. While there is a need for a
definition of using space as a metaphor to approach timbre, any
set of descriptors or representations used by the participants will
have a specific cultural history surrounding it, and finding a uni-
fied solution might not be possible. Therefore, the entanglement
between the initial set of dimensions and metaphors that people
rely upon when discussing timbre, and the root tools that people
rely upon when approaching the creation of a Timbre Tool, becomes
the reflections of the participants’ sonic cultures (see [52]).

Returning to Figure 2 and our approach to the hackathon, we can
see that the tools themselves are a reification of this metaphorical
communication. The designs are a representation (metaphor) of
each group’s understanding of timbre, manifested in the context

of the hackathon. Reed et al.’s model of metaphor-based commu-
nication [63] demonstrates how metaphors negotiate subjective
lived experiences between individuals in a cyclical way to reach a
mutual understanding. Similarly, we note that our methodological
approach involves reconciling realms of design and timbre thinking.
The end result – the tool devised by each team – is a product of
this mutual understanding. Extending beyond the timbre tools de-
signed in this study, we argue that others dealing with subjectively
experienced parameters might find a methodological approach sim-
ilar to ours useful. The resulting technological implementations
are coalescence and negotiation of the designers’ lived experience
come-to-life. Revisiting other technologies introduced in Section
2.1, we can further suggest that designs come to exist as products
of the specific enculturing (in both sonic and other cultures) and
interests of the designer(s).

5.5 Limitations and Future Work
Our current study has several limitations that could be addressed
in future work. Foremost, our insights and findings are exploratory,
and limited to the micro-culture within each team. It is clear that the
method we used does not create generalisable insights for a broad
range of cultural contexts. We see the work more as generative, not-
ing several potential connections between the unique participant
teams and how this informed their design processes, acting as a
starting point for studying how members within a team form com-
mon grounds for concepts and collaborate with regard to timbre.We
observed many complicated overlaps between teams’ background,
goals, motivations and technical expertise, which informed their
understandings of timbre and hackathon project designs. Future
work could apply theoretical frameworks or analytical techniques
which embrace the entanglement in our collected data [52]. For
example, a diffractive analysis approach [55, 81] might be well
suited to capture the nuance and complex entanglement between
participants and technologies in our hackathon context.

With our hackathon method, we followed an open-ended strat-
egy to ask teams to self-report their design process. Teams are
allowed to decide what they want to report and how to frame
their report. It is possible that teams wanted to only give positive
feedback, especially where some of the researchers are academics
teaching hackathon participants. On the other hand, teams’ self
reports were useful when considered alongside our ethnographic
data collection, affording a degree of freedom that helped us to
collect a variety resources instead of concentrating solely on one
level of detail. Our approach was also unobtrusive, not being too
disruptive to hackathon teams’ creative flow.

We also acknowledge that our recruitment and advertisement
strategies for the hackathon directed our sample towards the sonic
culture of programmers and developer-oriented individuals. The
hackathon event was held in collaborationwith the TAP community,
and our promotions for the event targeted mostly research-related
communities e.g., many researchers are in the Centre for Digi-
tal Music at QMUL. We acknowledge that this likely directed the
sonic cultures involved in the event to programmer and developer-
oriented design approaches. The warm-up workshops and living
document of timbre resources also likely influenced the choices of
tools selected; for example, we might have examined novelty effects
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where participants’ were excited about using tools that they had
just learnt. Additionally, we did not deeply examine into how our
participants’ demographics (Table A1), cultural backgrounds, or
general musical tastes would have also influenced their perception
and conceptualisation of timbre. Future editions of this hackathon
could expand our findings by recruiting participants and designat-
ing teams, with the aim to drive conversation between participants
and explore what timbre means as a facet of one’s larger musical
experience.

6 CONCLUSION
What can ethnographic approaches teach us about a social and
collaborative understanding of timbre? Through the provided struc-
ture of a Hackathon we were able to extract different approaches
towards integrating timbre as an active part in creating tools and
technologies in music. Rather than being a limited technoscientific
idea rooted in the psychoacoustical “timbre space” model [52], our
study presents an ethnographic and multimodal understanding of
timbre from the technologist’s perspective, looking outside of the
“wastebasket” box of timbre and learning about its social and col-
laborative qualities, informing future development of tools to assist
timbre exploration in musical craft practice that can be adapted by
a large community. With this exemplary work, we aim to establish
hackathons and ethnographic approaches as a valid method to eval-
uate nuanced, hazily defined phenomena in the musical domain and
beyond. Rather than providing definitive answers, we seek to—as
one reviewer put it—“start interesting and important conversations
about how we study effects that are socially and culturally situated.”
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A PARTICIPANT BACKGROUNDS
Self-reported demographic information and timbre familiarity of
participants are summarised in Table A1.

B ETHNOGRAPHER POSITIONALITY
Del Sette has aWestern classical music background focused on elec-
tronic and computer music, both through artistic experience and
academic studies. His timbre perspectives are rooted especially in
concrete and acousmatic music. He currently works in HCI research
for music listening healthcare interventions with a participatory
approach.

Zheng is a PhD student in the field of explainable AI for musical
audio synthesis. His long-term research goal focuses on developing
interactive and understandable AI systems that facilitate musical
creation and expression, and on understanding how these techno-
logical advances impact artistic practices. They also have a back-
ground in electronic music composition and production.

Skach is a researcher and designer in human-centric computing,
smart textiles and soft robotics. Her research experience comprises
social behavioural studies, using ethnographic methods, wearable
sensing, and conversation analysis tools to study embodied interac-
tion. During the hackathon, Sophie focused on observing nonverbal
communication, including spatial orientation, posture, gaze, and
other group dynamics.

Reed grew up in the Northeast USA with Western pop-rock and
classical vocal music, later studying Western classical and Amer-
ican jazz traditions at university. She is experienced as a semi-
professional singer in Western vocal styles, including choral music
and Baroque and Romantic opera, and electronic music; her timbre

perspectives are deeply rooted in vocal pedagogy from these expe-
riences. She currently works as an HCI researcher in DMI design,
focusing on designing for vocalists and vocal bodies.

Ford is a HCI researcher from England, usually working in the Cre-
ativity Support Tool sub-field. They typically use mixed-methods
with standard HCI data collection approaches (e.g. questionnaires,
interviews) and recently used first-person and ethnographic meth-
ods. They have explored how novices and experts use AI to make
music but hasn’t focused directly on timbre. Their perspective on
timbre is influenced by their Western degree training in music tech-
nology.

Morisson is a music theorist who studies the role of technological
mediation in 20th- and 21st-century sonic practices, focusing on
electroacoustic sound, timbre, microtonal systems, and popular mu-
sic culture. His current research focuses on how the idea of timbre
is constructed in audio technologies and software, and what this
means for a politics of machines listening.

Saitis has a background in both audio technology and psychoa-
coustics, with experience in the experimental investigation of tim-
bre primarily through the dissimilarity and semantic differential
paradigms as well as audio content analysis; his timbre perspec-
tives are deeply rooted inWestern orchestral instrument tones from
these experiences.

C SEMI-STRUCTURED INTERVIEW PROMPTS
• Introduce yourselves, the team,why are you doing the hackathon
this weekend, what brought you together?

• What are you working on?
• What kind of problem/s are you trying to solve?
• How does it/ do they relate to the creative prompts?
• How do you (as a team) think about timbre in your project?
• Did anyone had to think differently about timbre than they
usually do in their own Musical/craft/coding/other practice?

• What tools are you using/ do you plan to use? Why?
• The project (the “tool”) you are developing, who is it for?
What kind of maker do you think might use it? For what
kind of instrument/s might it be useful?

D LIST OF ABBREVIATIONS
CQT Constant-Q Transform (CQT) is an algorithm that con-

verts an audio signal into spectral components suitable for
musical representation.

CLAP Contrastive Language-Audio Pretraining (CLAP) [19] is
an audio-language model that can extract latent represen-
tations of audio and text.

FFT Fast Fourier Transform (FFT) is an algorithm that converts
an audio signal into spectral components that provide
frequency information about the signal.

MSP Max Signal Processing (MSP) is a visual programming
language for interactive music and audio programs [12].

MFCC Mel Frequency Cepstral Coefficients (MFCC) is a com-
pressed audio feature obtained from the Log-Mel spectro-
gram.
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Table A1: Self-reported demographic information and timbre familiarity of participants grouped per hackathon team.

Age Gender identity Ethnic group Formative years Current residence Timbre familiarity

T1 24-38 Male (4) White (2) Mixed (1)
Asian (1)

Italy (1) India (1) Romania (1)
Netherlands (1)

UK (2) Netherlands (1)
India (1)

average moderate

T2 24-35 Male (3) Non-Binary
(1) Prefer not to say
(1)

White (2) Black (1)
Other (1) Prefer not to
say (1)

UK (2) Portugal (1) Spain (1)
Uruguay (1)

Iceland (1) Portugal (1)
UK (1) Germany (1)
France (1)

moderate/extensive

T3 39 Male White UK UK somewhat

T4 23-55 Female (2) Male (3) White (3) Prefer not to
say (2)

Poland (1) Italy (1) German (1)
USA (1) Finland (1)

Denmark (5) moderate/extensive

T5 26-33 Female (1) Male (3) White (2) Mixed (1)
Asian (1)

UK (2) India (1) Canada (1) UK (4) average moderate

T6 24 Female (2) Asian (2) China (2) UK (2) slight/somewhat

T7 28-55 Male (2) Prefer not to
say (1)

White (1) Black (1) Pre-
fer not to say (1)

UK (2) USA (1) UK (3) average moderate

T8 22 Male (2) White (2) UK (2) UK (2) somewhat/moderate

T9 25-26 Male (2) White (1) Asian (1) Wales (1) China (1) UK (2) somewhat/moderate

T10 40 Male White Belgium UK moderate

T11 35 Male Asian India UK somewhat

RAVE Realtime Audio Variational autoEncoder (RAVE) [8] is a
variational autoencoder for fast and high-quality audio
synthesis. Pretrained RAVE models can be run in Max in
realtime.

OSC Open Sound Control (OSC) is a data transmission protocol
for realtime messaging between devices.

VST Visual Studio Technology (VST) is an audio-plug-in in-
terface for integrating audio effects and synthesisers into
digital audio workstations.

JUCE JUCE is an open-source cross-platform C++ framework
that supports the development of audio plug-ins in formats
like VST3.
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