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Abstract— In this work, we outline initial steps to-

wards modelling perceptual timbre dissimilarity. We use

stimuli from 17 distinct subjective timbre studies and

compute pairwise distances in the spaces of MFCCs, joint

time-frequency scattering coefficients and Open-L3 em-

beddings. We analyze agreement of distances in these

spaces with human dissimilarity ratings and highlight

challenges of this task.

Index Terms— timbre, acoustic representations, psy-
choacoustics

I. METHOD

We used 17 timbre dissimilarity datasets that were com-
piled in a previous meta-analysis publication [1]. We share
an open-source repository containing 17 dissimilarity matri-
ces and corresponding audio sampled at 44.1 kHz1.

We extracted temporally averaged mel-frequency cep-
stral coefficients (MFCCs), joint time-frequency scattering
coefficients (jTFS) [2] and OpenL3 embeddings [3] for
1000ms of audio of each stimulus. We consider jTFS as
it characterises spectrotemporal modulations, analogously to
the model used in [1]. We used a window length of 25ms for
MFCCs with 40 coefficients. jTFS coefficients were com-
puted using Kymatio2 with maximum scale J = 8, Q = 12
filters per octave, temporal averaging of T = 1000ms and
frequential averaging of F = 1 octave, yielding 869 coeffi-
cients. 512-dimensional OpenL3 embeddings were extracted
using an open-source Python package3.

Pairwise euclidean distances of the form in Eqn. (1) were
computed between all embeddings within each dataset.

De(xi, xj) =
q
(Ixi � Ixj)T (Ixi � Ixj) (1)

II. RESULTS

We collected all triplets (a, i, j) from a dissimilarity ma-
trix, where i and j belong to the k-nearest neighborhood of an
anchor a and satisfy the triplet inequality D(a, i) < D(a, j).
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1https://github.com/ben-hayes/timbre-dissimilarity-metrics/
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Table 1: Mean triplet agreement using a k = 5 nearest neighborhood

Dataset MFCC OpenL3 jTFS

Barthet2010 0.71 0.77 0.88
Grey1977 0.57 0.64 0.61
Grey1978 0.41 0.48 0.45

Iverson1993 Onset 0.59 0.59 0.56
Iverson1993 Remainder 0.57 0.54 0.54

Iverson1993 Whole 0.59 0.66 0.64
Lakatos2000 Comb 0.55 0.53 0.55
Lakatos2000 Harm 0.64 0.73 0.61
Lakatos2000 Perc 0.53 0.55 0.48

McAdams1995 0.62 0.63 0.58
Patil2012 A3 0.65 0.65 0.65

Patil2012 DX4 0.48 0.6 0.54
Patil2012 GD4 0.58 0.64 0.45

Siedenburg2015 e2set1 0.73 0.71 0.65
Siedenburg2015 e2set2 0.68 0.69 0.61

Siedenburg2015 e3 0.58 0.56 0.5

Triplet agreement is the average number of triplets that sat-
isfy De(a, i) < De(a, j), i.e the distance ranking is re-
spected in acoustic feature space e. Table 1 shows the mean
triplet agreements per dataset using 5 nearest neighbors.

III. CONCLUSION

Initial experiments indicate that acoustic features alone
are not sufficient to match perceptual distances. We high-
light that the only dataset containing a homogeneous cate-
gory for all stimuli, Barthet2010, produces a considerably
higher figure than other datasets, which may suggest that
its timbre space only encodes acoustical cues. Otherwise,
we observe no clear differences between the representations.
Further experiments will aim to learn a unified metric to ap-
proximate timbre space distances across datasets, consider-
ing specificity and categorical cues. This may give a clearer
indication of the suitability of the proposed representations.
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