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INTRODUCTION

Timbre transfer is a task concerned with modifying audio signals such that their 
timbre is reformed while their semantic content is persisted. Through this, 
utterances of a speaker can be changed such that they sound like they were 
spoken by another speaker. Recordings of a source instrument can be 
manipulated in a similar way to sound like another target instrument was played. 
The challenge in making the modification take place first lies in how exactly 
timbral features can be captured.
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CONCLUSIONS AND FUTURE WORK

In conclusion, the adopted VAE-GAN approach was able to transfer the timbre of 
musical instruments as well as speakers. It achieved an audible quality with a 
relatively inexpensive model working in the time-frequency domain. In the future, 
this model may also be applicable to the transfer of polyphonic timbre since it does 
not depend on a monophonic pitch transcriptions. The lack of a dependence on a 
monophonic pitch transcription likely hurts the quality for instrument timbre 
transfer, but at least this allows the approach to be general enough for application to 
more than just one type of audio style transfer problem. 
A number of indications were found from the quantitative evaluation; basic residual 
blocks supersede bottleneck residual blocks around the bottleneck for enriching 
content information, that the presence of KL divergence for the cyclic loss 
component does not significantly impact performance, and finally, that the many-to-
many extension outperforms the initial one-to-one version in terms of reconstructive 
capabilities due to the increased variation of data passed through the universal 
encoder. Though many-to-many improves the reconstructive aspect of the model, 
improvements on the adversarial translation aspect were not shown as per the 
Fréchet Audio Distance results. More clarity may be produced by training WaveNet 
with a more balanced dataset and with more data, or by adopting a different time-
frequency vocoder with less sensitivity to data quantity. 
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AIM

This research aims to investigate a generative deep 
learning approach for timbre transfer and prove its 
generalisability across timbral contexts of musical 
instruments as well as speakers. A quantitive 
evaluation across timbral contexts and model design 
scenarios is proceeded with for evidence on what 
contributes to a better timbre transfer.

METHODOLOGY

The approach adopted follows a UNIT inspired architecture that was initially proposed 
for voice conversion. It uses a VAE for motivating content persistence that is embedded 
in a GAN for motivating style transfer. All VAE-GAN transfers were carried out in a mel-
spectrogram format, and a WaveNet vocoder was used for converting results back into 
audio.
An ablation study was carried out on the URMP and the Flickr 8k Audio dataset for 
insight on what makes the architecture effective. Variations of the model included; a 
version with no Kullback–Leibler divergence (KLD) included in the cyclic reconstruction 
component, a version where bottleneck residual blocks were used in place of basic 
residual blocks, and one where the same model was trained for multiple style transfers at 
once (many-to-many) rather than one transfer (one-to-one).

RESULTS


